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Abstract

A two-grids method is presented for the numerical simulation of liquid-
gas flows with a free surface. The method is then extended to an obstacle
problem involving a free boundary.

A liquid-gas free surface flow is first considered. The incompressible
Navier-Stokes equations are assumed to hold in the liquid domain. In the
gas domain, the velocity is disregarded, while the pressure is assumed to
be constant in each connected component of the gas domain and follows
the ideal gas law.

An implicit splitting scheme, together with a two-grids method, are
used to decouple the physical phenomena. A method of characteristics on
a structured grid is used to track the liquid domain, while finite elements
techniques are used to solve a diffusion problem on an unstructured mesh.

The two-grids method and a similar time splitting scheme are then
used to consider some obstacle problems. Numerical results show the
efficiency of the method in terms of accuracy and computational cost.

1 Introduction

Free surface flows are nowadays of great importance in many industrial pro-
cesses. Many softwares are developed to simulate such problems, for instance
in the frame of mold filling.

Complex flows with liquid-gas free surfaces have already been considered in
the literature and many numerical models have been developed. In most of these
numerical models, the liquid-gas mixture is considered to be an incompressible
two-phase flow [2, 5, 6, 11, 16, 32, 33, 34, 35] or a compressible two-phase flow
[1, 20, 29]. Some methods mixing an incompressible liquid and a compressible
gas were proposed for instance in [4, 8]. All these models require to solving in-
compressible/compressible equations in the whole liquid-gas domain, which can
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be computationally very expensive, especially in three space dimensions. Our
goal here is to present a numerical model which allows to reduce this computa-
tional cost with special attention to the use of a two-grids method for the space
discretization.

The model is as follows. Since we are not interested in the dynamical effects
inside the gas domain, the velocity in the gas is disregarded and the compress-
ibility effects of the gas are taken into account by computing a constant pres-
sure inside each connected component of the gas domain. Following [18, 19], a
volume-of-fluid method [13, 14, 26, 27, 30] is used to track the liquid domain
and to compute the velocity and pressure fields in the liquid. Then the con-
nected components of the gas domain are identified and their internal pressure
is computed with the ideal gas law using the algorithm presented in [3].

An implicit time splitting algorithm is applied to decouple all the physical
phenomena. Advection phenomena (including the motion of the volume fraction
of liquid and the prediction of the liquid velocity) are solved first on a structured
grid of small cells. Then, the bubbles of gas are tracked and the pressure inside
each bubble of gas is computed using the ideal gas law. Finally a generalized
Stokes problem is solved on an unstructured finite element mesh in order to
update the velocity in the liquid. Surface tension effects are neglected since
high Reynolds numbers are considered here and the aim of this work is to study
the uses and efficiency of a mesh-to-mesh mapping consisting in a projection
method. The numerical error of the projection method is illustrated on a simple
example, namely the conservation of a volume of liquid translated with given
velocity. Numerical results are then presented to show the efficiency of our
algorithm.

Then the time splitting scheme and the projection method are applied to
some obstacle problems, see e.g. [7, 10]. We consider a diffusion problem,
whose solution is imposed to be positive on a subdomain of the computational
domain. The subdomain consists for instance in a line when the computation
domain is a two-dimensional domain. A discontinuous approximation is used
for the diffusion part of the problem, while a continuous approximation is used
to impose the positiveness of the solution on the subdomain. A time splitting
scheme and a two-grids/projection method are used. Numerical results are also
presented in this framework.

The structure of the paper is the following : in the next section, the governing
equations of the fluid flow problem are proposed. In Sect. 3, the time splitting
algorithm for the fluid flow is presented, while the space discretization is detailed
in Sect. 4. Numerical results for the two-phase flow problem are presented in
Sect. 5. In last section, the two-grids projection method is extended to obstacle
problems and numerical results are presented.



2 The Mathematical Modeling of Free Surface
Flows

Let A be a cavity of R%, d = 2, 3, in which the fluid must be confined and let T >
0 be the final time of simulation. For any given time ¢, let €2; be the domain occu-
pied by the fluid, let T'; be the free surface defined by 9Q;\0A and let Q7 be the
space-time domain containing the liquid, i.e. Qr = {(z,t) : 2 € O, 0 <t < T}.

Some of the notations are reported in Fig. 1 in the frame of a two-dimensional
situation, namely the filling of an S-shaped channel. This situation corresponds
to water entering a thin S-shaped channel lying between two horizontal planes
thus gravity can be neglected. A valve is located at the end of the channel so
that gas may escape.
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Figure 1: Computational domain for the filling of an S-shaped channel. At
initial time, the channel A is empty. Then water enters from the bottom and
fills the channel.

In the liquid region, the velocity field v : Q7 — R? and the pressure field
p: Qr — R are assumed to satisfy the time-dependent, incompressible Navier-
Stokes equations, that is

p(:;—‘t’ +p(v-V)v—2div(uD(v)) + Vp=f in Qr , (1)
divv=0 in Qr . (2)

1
Here D(v) = E(Vv + VvT) is the rate of deformation tensor, p the constant

density and f the external forces. In order to take into account the turbulence



effects, a simplified algebraic model is chosen [31]. The viscosity p is defined
by p = pr + pr, where py, is the laminar, constant, viscosity and pr = ur(v)
is the additional turbulent viscosity, defined by pr(v) = arp/2D(v) : D(v)
where ar is a parameter to be chosen. The choice of such a model is made
to obtain more realistic numerical results but a complete study of turbulence
effects is not made here.

Let ¢ : A x (0,T) — R be the characteristic function of the liquid domain
@7. The function ¢ equals one if liquid is present, zero if it is not. In order to
describe the kinematics of the free surface, ¢ must satisfy (in a weak sense):

d¢

E—FV-V@:O in Qr . (3)

The initial conditions are the following. At initial time, the characteristic func-
tion of the liquid domain ¢ is given, which defines the liquid region at initial
time:

Qo ={zeA:p(x0)=1}.

The initial velocity field v is then prescribed in €2¢. The boundary conditions
are as follows. On the boundary of the liquid region being in contact with the
walls (that is to say the boundary of A, see Fig. 1), inflow, slip or no slip
boundary conditions are enforced, see [18, 19]. The reason for using slip instead
of no slip boundary conditions along the walls is due to the fact that, when
large Reynolds numbers are involved, no slip boundary conditions would induce
strong boundary layers along the walls, which would require fine layered meshes.

On the free surface I'y, forces due to surface tension effects are neglected, so
that the only forces acting on the free surface are the normal forces due to the
pressure of the surrounding gas:

—pn + 2uD(v)n = —Pn onTy, te(0,T), (4)

where n is the unit normal of the liquid-gas free surface oriented toward the
gas and P is the pressure in the gas. For example, consider again Fig. 1 (the
numerical experiment is described in Sect. 5). When the cavity is filled with
liquid, the gas between the valve and the liquid can escape, thus P = Pytmo i
the atmospheric pressure on the upper part of the liquid-gas interface. However,
another fraction of gas is trapped by the liquid and cannot escape. A resulting
force acts on the liquid-gas interface which prevents the bubbles from vanishing
during experiment.

Consider again the case of Fig. 1. During the simulation, the gas trapped by
the liquid and is compressed. In our model, the velocity in the gas is disregarded,
since 1) we are not interested in the dynamical effects in the gas and ii) solving
the Euler compressible equations in the gas domain is CPU time expensive.

The pressure P in the gas is assumed to be constant in each bubble of gas,
that is to say in each connected component of the gas domain. Let k() be the
number of bubbles of gas at time ¢ and let B;(t) denote the domain occupied by



the bubble number ¢ (the i-th connected component). Let P;(¢) be the pressure
in B;(t). The pressure in the gas P : A\Q; — R is then defined by:

P(x,t) = P,(t), ifxe Bi(t) .

Moreover, the gas is assumed to be an ideal gas. Let V;(t) be the volume of
B;(t). At initial time, all the gas bubbles have given pressure. At time ¢, the
pressure in each bubble is computed by using the ideal gas law:

Pi(t)Vi(t) = constant i=1,...,k(t) , (5)

with constant temperature. Note that this total fraction number of molecules
in one bubble is proportional to the product of the pressure of the bubble times
its volume since the temperature is assumed to be constant. It is assumed in
the following that the total fraction number of molecules of gas inside the set of
bubbles which are not in contact with a valve, see Fig 1, is conserved between
two time steps.

In most situations and when the time step is small enough, three situations
may appear between two time steps at different locations in the process: first, a
single bubble may stay a single bubble; then a bubble can split into two bubbles
and finally, two bubbles may merge into one. More complicated situations
may appear but these are mainly combinations of these three situations. The
situation of Fig. 2 is first considered. Assume that the pressure P(t) in the
bubble at time ¢ and the volumes V' (¢) and V(¢ + 7) are known. The fraction
number of molecules inside the bubble is conserved, so that the gas pressure at
time ¢ + 7 is computed from the relation P(t + )V (t + 7) = P(t)V (t).

t t+ 7

Figure 2: One single bubble is floating in the liquid. The product PV remains
constant between time ¢ and time ¢ + 7, i.e. P(t+7)V(t+7) = P()V(¢).

The situation of Fig. 3 corresponds to the merging of two bubbles. The
pressure at time ¢ 4+ 7 is computed by taking into account the conservation of
number of molecules in the bubbles which yields Py (t+7)Vi (t+7) = Py (¢)Vi(¢)+
Pa()Val2).

The case when one bubble splits into two bubbles is finally discussed, see
Fig. 4. The number of molecules inside the gas domain is conserved between
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Figure 3: Merging of two bubbles between time ¢ and time ¢ + 7. The pressure
in bubble 1 at time ¢ 4+ 7 is computed from the relation Py (t + 7)Vi(t + 7) =
Py ()Vi(t) + Po(t)Va(t).

time steps t and t+7, that is Py (¢ +7)Vi(t+7)+ P (t+7)Va(t+7) = P1(t)Vi(t).
The relative fraction of molecules in the bubble 1 at time ¢ which is in bubble
1 (respectively 2) at time ¢ + 7 is determined from the computation of the
sub-volumes of the bubble 1 at the exact time of splitting. Then the pressures
Pi(t+7) and P(t + 7) at time ¢ + 7 can be computed by taking into account
the compression/decompression of each bubble.
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Figure 4: Splitting of one bubble into two bubbles. Each molecule in the bubble
number 1 at time ¢ appears in one of the bubbles at time ¢ + 7.

The mathematical description of our model is now completed. The model
unknowns are the characteristic function ¢ in the whole cavity, the velocity v
and pressure p in the liquid domain, as well as the bubbles of gas, i.e. the
connected components of the gas domain, and the constant pressure P; in each
bubble of gas. These unknowns satisfy equations (1), (2), (3) and (5) with the
boundary condition (4) on the free surface T';.



3 Time Discretization

An implicit, order one splitting algorithm is used to solve (1)-(4) with boundary
condition (4) involving the pressure in the gas P, computed with (5).

Let 0 =t < t! <2 < ... <tV =T be a subdivision of the time interval
[0,T], define 7™ = t" — t"~! the n-th time step, n = 1,2,..., N, 7 the largest
time step.

Let o1, vr=1 Qr=1 kn=1and Bf_l, PZ-"_l7 i=1,2,...,k" ! be approxi-

mations of ¢, v, Q, k and B;, P;, i = 1,2,..., k respectively at time ¢"~!. Then

the approximations ¢™, v, Q", k™ and B}, P*, 1 =1,2,...,k™ at time t" are
computed by means of the following implicit splitting algorithm, as illustrated
in Fig. 5.

First two advection problems are solved, leading to a prediction of the new
velocity v*~1/2 together with the new approximation of the characteristic func-
tion ¢™ at time ¢, which allows to determine the new fluid domain 2" and
gas domain A\Q". Then, the connected components of gas (bubbles) BP,
t = 1,...,k™ are tracked with a procedure we explain in the following and
the pressure P/* in each bubble B} is computed. Finally, a generalized Stokes
problem is solved on 2" with boundary condition (4) on the liquid-gas interface,
inflow or no slip boundary conditions on the boundary of the cavity A and the
velocity v and pressure p” in the liquid are obtained.

This time splitting algorithm introduces an additional error on the velocities
and pressures which is of order O(72) at each time step or equivalently of order
O(7) on the whole simulation, see e.g. [17]. On the other hand, the introduction
of this splitting algorithm permits to decouple the motion of the free surface
from the diffusion step and to solve the Stokes problem in a fixed domain. Note
also that it allows one mesh to be finer than the other. In the light of these
remarks, let us focus on the different steps of the splitting algorithm.

The first step is an advection step. Solve between the times t*~! and ¢" the
two advection problems :

ov

E‘F(V-V)V:O, (6)
dp B
E‘FV'V(p—O, (7)

with initial conditions given by the values of the functions v and ¢ at time
t"~1. This step is solved exactly by the method of characteristics (see [23] for
instance) and yields a prediction of the velocity v"~1/2 and the approximation
of the characteristic function of the liquid domain ™ at time t". The domain
Q™ is then defined as the set of points such that ¢™ equals one.

Given the new liquid domain ", the next task consists in finding the gas
bubbles B}, i = 1,...,k™. Then the pressure inside each bubble has to be
computed. The goal of this procedure is to take into account the gas pressure
with a minimal computational cost.

The key point is to find the number of bubbles k™ (that is the number of
connected components of the gas domain) and the bubbles B, ¢ = 1,... k™.

7
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Figure 5: The splitting algorithm (from left to right and top to bottom). At time
"1, the quantities "=, v*~1, Q"1 k" tand B}, PPl i =1,2,.. . k!
are known (top left). Two advection problems are solved to determine the new
approximation @™ of the characteristic function of the liquid domain, the new
liquid domain Q" and the predicted velocity v~1/2 (top right). Then a constant
pressure P/* is computed in each bubble B! (bottom left). Finally, a generalized
Stokes problem is solved to obtain the velocity v"* and the pressure p™ in the
new liquid domain Q", taking into account the pressure P* on the liquid-gas

interface (bottom right).

The algorithm for detecting a connected component in the gas domain is the
following. First, given a point P in the gas domain A\Q", we search for a func-
tion u such that —Au = §p in A\Q", with u = 0 on Q" and u continuous. The
physical interpretation of this problem in two space dimensions is the following:
an elastic membrane is placed over the cavity A, deformation being impossible
in the liquid domain, a point force being applied at a given point P.

Since the solution u to this problem is strictly positive in the connected com-
ponent containing point P and vanishes outside, the first bubble is determined
as the set of points of A where u is different from zero. This procedure is then
repeated to recognize one connected component after the other, see Fig. 6.

Recall that k(t) is the number of connected components of the gas domain
at time t and B;(t) is the i-th connected component (i.e. bubble number 7).
Let £(t) be the bubble numbering function, negative in the liquid region Q(t)



and equal to ¢ in bubble B;(t). At each time step approximations k™, ", Bl
of k(t™), &(t™), B;(t") are computed as follows. The algorithm is initialized
by setting the number of bubbles k™ to 0. Also, the function £" is set to 0 in
the whole gas domain A\Q"™ and to —1 in the liquid domain Q™. The goal is
to assign to each point = in the gas an integer value £"(x) # 0, the so-called
bubble number. The algorithm is illustrated in Fig. 6 and is the following : set
" ={zeA:£"(z) =0}

While ©™ # (), do :

1. Choose a point P in ©"
2. Solve the following problem: Find u : A — R which satisfies:
—Au=0p, inO"

u =0, in A\O" , (8)
[u] =0, on 0O" |

where dp is Dirac delta function at point P and [u] is the jump of u
through 00™;

Increase the number of bubbles k™ at time t", k™ = k™ + 1;

Define the bubble of gas number £": B, = {x € ©" : u(x) # 0};
Update the bubble numbering function {"(z) = k", Va € B}.;
Update O™ for the next iteration,

A e

O"={zreA:{"(x) =0} .

The cost of this original numbering algorithm is bounded by the cost of
solving k™ times a Poisson problem in the gas domain. Note that the size of the
linear system related to this Poisson problem decreases each time that a bubble
has been tracked. In the numerical experiments, the number k" is usually not
greater than 500 and the CPU time used for bubbles computations is always
less than 10 percent of the total CPU time.

Once the connected components of gas are numbered, an approximation P
of the pressure in bubble ¢ at time t" is computed following the description of
Section 2. The pressure is constant inside each bubble of gas and is computed
with the ideal gas law (5), except for bubbles in contact with a valve which have
atmospheric pressure, see Fig 1.

In the case of a single bubble traveling in the liquid, see Fig. 2, the law of
ideal gas yields P"V™ = P"~1V"~1 which means that the number of molecules
inside the bubble is conserved between time t"~! and t". In the case when
two bubbles merge, see Fig. 3, this relation becomes P{Vy* = PVt 4
P2"_1V2"_1. The third case is when a bubble splits onto two. Each of the
parts of the bubble 1 at time t"~! contributes to a bubble B}, j =12 at

time ¢". The volume fraction of bubble B}~! which contributes to bubble B}

is noted V{fj_l/ % The computation of the pressure is then decomposed in two
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Figure 6: Numbering algorithm of the gas bubbles. Initially the function £™
equals zero everywhere in the gas domain. The domain ©™ corresponds to the
set of points in the gas region that have no bubble number (§"(z) = 0, shaded
region). At each iteration of the algorithm a point P is chosen in ©™. Problem
(8) is solved and a new bubble is numbered. Then, domain ©" is updated and
another point P € ©™ is chosen. The algorithm stops when ©™ = ().

steps, as illustrated in Fig. 7. First the volume fraction contributions Vlnj_l/ 2

are computed for j = 1,2. This allows to determine the amount of molecules
trapped in each of the two bubbles ;7 = 1,2. Then the pressure in the bubble
B is computed by taking into account the compression/decompression of each
of these bubbles, that is:

j=1,2. (9)

Finally the diffusion step consists in solving a generalized Stokes problem on
the domain Q" using the predicted velocity v*~1/2 and the boundary condition
(4). The following implicit Euler scheme is used:

v — Vn—l/2
p———r— —2div (uD(v")) + Vp" = f in Q" (10)
p

divv® =0 in Q". (11)
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Figure 7: At each time step, the splitting of one bubble is decomposed in two
parts. First the fraction of volumes Vf};l/ 2, j = 1,2 are computed. Then, the

pressure P/ is computed from (9).

The boundary conditions on the free surface between the liquid and the bubble
number ¢ depend on the gas pressure P* and are given by (4). The weak
formulation corresponding to (10) (11) and (4) therefore consists in finding v™
and p” such that v satisfies the essential boundary conditions on the boundary

of the cavity A and

v — Vn—l/2
/ ———— wdr + 2 D(v™): D(w)dz — / p" div wdx
n T Qn

n

o
—/ f-wdw—i—ZPi"/ n-wdS — qgdivvtdz =0, (12)
n = aQ"NABY o
for all test functions (w, ¢) such that w vanishes on the boundary of the cavity
where essential boundary conditions are enforced.

4 A Two-Grids Method

Advection and diffusion phenomena being now decoupled, Eq. (6) (7) are solved
using the method of characteristics on a structured mesh of small cells in order
to reduce numerical diffusion and have an accurate approximation of the liquid
region, see Fig. 8.

Assume that the structured grid is made out of cubic cells of size h, each cell
being labeled by indices (ijk). Let cp%;l and v?jzl be the approximate value of
¢ and v at the center of cell number (ijk) at time "~ . The unknown w%;l is
the volume fraction of liquid in the cell ijk, and is the numerical approximation
of the characteristic function ¢ at time t"~! which is piecewise constant on each
cell of the structured grid. The advection step on cell number (ijk) consists
in advecting QPZ'? and v?jzl by T"vl’-ﬁ1 and then projecting the values on the
structured grid. An example of cell advection and projection is presented in
Fig. 9 in two space dimensions.

Notice that the use of this characteristic method is well adapted to the
structured cartesian grid, and the overlapping domains are easy to compute. In

11



N

Figure 8: Two-grids method, representation in two space dimensions. Advection
step is solved on a structured mesh of small cubic cells (right), while diffusion
step and bubbles treatment are solved on a finite element unstructured mesh
(right).

index j

index 7

Figure 9: An example of two dimensional advection of gozfl by T"v?’l, and

projection on the grid. The advected cell is represented by the dashed lines.
The four cells containing the advected cell receive a fraction of 90;;_1, according
to the position of the advected cell.

order to enhance the quality of the volume fraction of liquid, post-processing
procedures have been implemented. In particular, a simplified implementation
of the SLIC (Simple Linear Interface Calculation) algorithm, see [21], is used to
reduce the numerical diffusion. We refer to [18, 19] for a detailed description in
two and three space dimensions.

Once values @7’ and v?j?/ ? have been computed on the cells, values of the

fraction of liquid ¢ and of the velocity field v?,_l/ % are computed at the nodes
P of the finite element mesh. Many approaches may be used here: multigrids
restriction methods, see e.g. [12], allows to compute a local interpolation of the

12



value of each field on the unstructured grid by taking into account the cells in a
small neighborhood of the grid point. On the other hand, projection techniques
permit to transfer one field from the structured grid to the unstructured mesh in
a conservative way, see for instance [15]. It consists in computing the projection
(in the L? sense) of a piecewise constant approximation of v"~/2 on the cells on
the piecewise linear finite element space defined on the unstructured mesh. This
method requires the computation of the fraction of volumes of cells intersecting
the finite elements, which may be very CPU time consuming in three space
dimensions. Figure 10 (left) illustrates the situation in the two-dimensional
case.

Figure 10: Projection methods between the two grids. Left: conservative pro-
jection method, the shaded region contributes to the value of the approximation
at the grid point P;. Right: approximation by taking into account the contri-
butions of the cells with center of mass inside the finite element.

In order to reduce the CPU time of our method, we consider an approxima-
tion of this projection procedure, which is illustrated in Fig. 10 (right). For any
vertex P of the finite element mesh let ¢p be the corresponding basis function
(i.e. the continuous, piecewise linear function having value one at P, zero at the
other vertices). We consider all the tetrahedrons K containing vertex P and
all the cells (ijk) having center of mass C;j; contained in these tetrahedrons.
Then, ¢'5, the volume fraction of liquid at vertex P and time t" is computed
using the following formula:

S vp(Curel

ijk
PEK CyjR€K

> Y wr(Cip)

K ijk
PEK Cyjl€K

¢p =

The same kind of formula is used to obtain the predicted velocity v~ /2 at
the vertices of the finite element mesh. When these values are available at the

13



vertices of the finite element mesh, the liquid region is defined as follows. An
element of the mesh is said to be liquid if (at least) one of its vertices P has
a value ¢ > 0.5. The computational domain Q" used for solving (12) is then
defined to be the union of all liquid elements.

The numbering of the bubbles of gas requires to solving several Poisson
problems (8). These problems are solved on the finite element unstructured
mesh, using piecewise linear finite elements. The pressure inside each bubble
of gas is computed with (9) and the approximations of the fractions of volumes
V;lj_l/ ? are computed on the finite element mesh. Details may be found in [3].

Then finite element techniques are used for solving (12) on an unstructured
mesh. Many existing methods permit to solve a Stokes problem on a finite ele-
ment mesh made out of tetrahedrons, see for instance [22] for an non-exhaustive
review. Here a Galerkin Least Squares method (see for instance [9]) is used.

Finally, the values of the solution at each grid point of the finite element
mesh should be projected on each cell of the structured grid. Again, the exact
projection of a piecewise linear approximation on the piecewise constant function
space on the structured grid is replaced by an approximated procedure. For each
cell Cy;i; of the structured grid, the value of the solution in this cell is obtained by
taking the restriction of the piecewise linear approximation on the unstructured
mesh at the center of mass of the cell Cjjy..

Numerical experiments reported in [18, 19] have shown that choosing the
size of the cells of the structured mesh approximately 5 to 10 times smaller
than the size of the finite elements is a good choice to reduce numerical diffu-
sion. Numerical experiment in Sect. 5 shows that the conservation of liquid is
guaranteed even if the projection method illustrated in Fig. 10 (right) is not
exact. Furthermore, since the characteristics method is used, the time step is
not restricted by any CFL condition.

Remark:  In order to take into account cases which involve a complex shape
of the cavity, a special data structure has been implemented in order to reduce
the memory requirements used to store the cell data, see also [24]. An example
is proposed in Fig. 11. The cavity containing the liquid is meshed into tetra-
hedrons. Without any particular cells data structure, a great number of cells
would be stored in the memory without being never used. The data structure
we have adopted uses three levels to define the cells. At the coarsest level, the
so-called window level, the cavity is meshed into blocks, which are glued to-
gether. Each window is then subdivided into cubes, this intermediate level is
called the block level. Finally, each block is cut into smaller cubes, namely the
cells (ijk). When a block is free of liquid (empty), it is switched off, that is to
say the memory corresponding to the cells is not allocated. When liquid enters
a block, the block is switched on, that is to say the memory corresponding to
the cells is allocated.

14
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Figure 11: The hierarchical Window-block-Cell data structure used to imple-
ment the cells advection.

5 Numerical Results

Numerical results are presented to validate our model. All the computations
were performed on a computer with single processor Pentium Xeon 2.8 GHz
CPU, 3 Gb Memory and running under Linux operating system.

Accuracy of the Two-Grids Projection Techniques. The goal of this
paragraph is to validate the projection technique between the two grids.

A circle of liquid in two space dimensions is translated with given velocity
and without external forces. The cavity domain is the 0.1 m x0.1 m square and
the center of a circle of radius 0.015 m is initially located at (0.02,0.05). The
advection velocity is horizontal and equals to 1 m/s. Density and viscosity are
taken to be respectively p = 1000 kg/m? and p = 0.01 kg/(ms). Three finite
element meshes respectively made out of 40 x 40 squares, 80 x 80 squares and
120 x 120 squares, each divided in 4 triangles, are used. The time step is 0.01 s
and 6 time steps are made to translate the circle of liquid from one side of the
domain to the other. The exact surface of the liquid domain is 6.2832-10~% m?.

The volume (or surface) of the liquid domain can be computed on the struc-
tured grid of cells or on the finite element mesh. In this case, since the velocity
is imposed, the error on the computation of the volume on the finite element
mesh comes only from the projection technique.

In Tab. 1, we consider various number of cells for each finite element mesh
and we discuss the conservation of the surface of the initial liquid domain.
According to Tab. 1, the volume on the structured grid is exact when the number
of cells is sufficiently large. The volume computed on the finite element mesh
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is less accurate but converges when the finite element mesh size decreases. The
convergence order is approximately one, i.e. the error on the computation of
the volume on the finite element mesh is divided by two when the sizes of the
finite element mesh and the structured grid are divided by two.

Coarse FE mesh  Number of Cells Volume Cells Volume F.E.

60X60 0.000567 0.000641
120X120 0.000628 0.000687
240X240 0.000628 0.000687
480X480 0.000628 0.000687

Middle FE mesh  Number of Cells Volume Cells Volume F.E.

60X60 0.000503 0.000570
120X120 0.000628 0.000664
240X240 0.000628 0.000666
480X480 0.000628 0.000666

Fine FE mesh Number of Cells Volume Cells Volume F.E.

120X120 0.000619 0.000666
240X240 0.000628 0.000663
480X480 0.000628 0.000656
960X960 0.000628 0.000649

Table 1: Translation of a mass of liquid with given velocity. Computed value
of the volume on the structured grid of cells and on the finite element mesh
for various meshes. First table: coarse finite element mesh, various numbers of
cells, second table: middle finite element mesh, various numbers of cells, third
table: fine finite element mesh, various numbers of cells.

S-shaped Channel. An S-shaped channel lying between two horizontal plates
is filled. Results are compared with experiment [28]. The channel is contained
in a 0.17 mx0.24 mx0.08 m rectangle. Water is injected with constant velocity
8.7 m/s which corresponds to the experimental value reported in [28]. A valve
is located at the top of the channel, as in Fig. 1, allowing gas to escape.
Density and viscosity are taken to be respectively p = 1000 kg/m? and p = 0.01
kg /(ms) and initial pressure in the gas is Patmo = 101300.0 Pa. When comparing
numerical results to experimental ones, we have observed that the liquid goes
faster in the simulations than in the experiments. This is probably due to
enforced slip boundary conditions. On the other hand, due to large Reynolds
numbers (Re ~ 10°), no slip boundary conditions are not conceivable since they
would require extremely fine layered meshes along the boundary of the cavity.
Slip boundary conditions are then enforced and a turbulent viscosity is added,
the coefficient ar being equal to 4h?, see [31]. Surface tension effects can be
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neglected since the ratio between Capillary number and Reynolds number is
very small (Ca ~ 1.5), see e.g. [25].

Several meshes are considered. The coarser mesh has 20898 nodes and 96270
elements; the middle mesh has 74241 nodes and 375696 elements while the fine
mesh is made out of 160050 nodes and 839160 elements.

Numerical results are first presented with the coarser mesh and a7 = 4h2.
The final time is 7' = 0.00532 s and the time step is 7 = 0.0001 s. In Fig.
12, the experiment is compared to 3D computations when the influence of the
surrounding gas is taken into account. Notice that, if the gas is not taken into
account, the bubbles of trapped gas inside the cavity vanish instantaneously,
see [3]. The CPU times for the simulations are approximately 319 mn without
taking into account the gas effect and 344 mn with the bubbles computations.
Most of the CPU time is spent to solve Stokes problem.

Figure 12: S-shaped channel: influence of gas bubbles. Computations with
coarse mesh and ap = 4h%. First row: 3D results with bubbles in the middle
plane and second row: experimental results [28]. First column: time equals 7.15
ms, second column: 25.3 ms, third column: 39.3 ms and fourth column: 53.6
ms.

The influence of the mesh size is reported in Fig. 13. The time steps are
7 = 0.0001 s for the coarse mesh, 7 = 0.00008 s for the middle mesh and
7 = 0.00005 s for the fine mesh. The size of the cells of the structured mesh
used for advection step is approximately 5 to 10 times smaller than the size of
the finite elements, see [19]. The total CPU time for 3D computations to reach
final time is approximately 29 hours for the middle mesh and 110 hours for the
finer mesh.
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coarse mesh middle mesh fine mesh
Figure 13: S-shaped channel : convergence with mesh size. Computations with
gas bubbles, ar = 4h2, 3D results. Left: coarse mesh, middle: middle mesh,

right: fine mesh and extreme right: experimental results [28]. First row: time
equals 25.3 ms and second row: 39.3 ms.

The computed liquid flow goes a little bit too fast compared to the exper-
iment. This is mainly due to the slip boundary conditions on the walls of the
cavity. Moreover, the turbulence model we use is very simple. On the other
hand, the behavior of the bubbles of gas is well-simulated throughout the whole
simulation.

A mold filling example. A semi-circular mold is filled with liquid. The
geometry is illustrated in Fig. 14. The radius of the base half-circle is 1 m,
while the radius of the upper part is 1.4 m. Liquid is injected from the top with
velocity 2 m/s. Density and viscosity are taken to be respectively p = 1000
kg/m? and p = 1 kg/(ms) and initial pressure in the gas is Patmo = 101300.0
Pa. Valves are located at each end of the arms to let the gas escape. We
consider the two-dimensional problem. The finite element mesh is made out of
21921 nodes and 43200 elements. The structured grid is made out of 2’400'000
cells. The time step is 7 = 0.01 s and the final time of simulation is T' = 4 s.
Numerical results are illustrated in Fig. 14.

Figure 15 illustrates the results in the three-dimensional case. The inflow
velocity is equal to 8.7 m/s. The finite element mesh is made out of 47137
nodes and 37152 tetrahedrons. The structured grid is made out of 1'200'000
cells. Numerical results show that the symmetry is conserved, but numerical
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Figure 14: Mold Filling 2D: Left to right, top to bottom: representation of the
liquid-gas interface at times ¢ = 0.1,0.5,1.0,1.5,2.0 and 3.0 s.

diffusion is large due to the coarser mesh.

6 An Extension to Some Obstacle Problems

The projection method may be used for other problems. We present here an
extension of this method to obstacle problems. In this case, the use of both
a continuous and a discontinuous approximations is strongly suggested by the
structure of the problem.

The idea is to study the coupling of continuous and discontinuous approx-
imations of various aspects of the same problem. In this feasibility study, we
investigate a particular obstacle problem. The nature of the obstacle problem
implies that a continuous approximation of the solution of the obstacle problem
is more accurate. On the other hand, discontinuous approximations have been
chosen for the diffusion problem since they are mostly used in the finite volumes
and finite differences methods.
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Figure 15: Mold Filling 3D: Left to right, top to bottom: representation of the
liquid-gas interface at times ¢t = 0.5,1.0,2.0 and 4.0 s.

The problem is the following. Let € be a bounded domain of R¢, d = 2,3
with boundary I' = 99 and let 7y be a closed variety of dimension d — 1 included
in Q (for instance a line if Q@ C R?). Let ¢ : v — R% and g : I' — R? be
given continuous functions. Let € be a strictly positive parameter and denote
max(0, —v) by v_. We are interested in solving the following penalty problem:
for t > 0, find u(t) € H(Q) satisfying

a/ @vdx—l—x/Vu-Vvd —1/(u—1/))2_vd'y:/gvdf‘ ) (13)
o Ot Q €Jy r

for all v € H'(Q2) with initial condition u(0) = uo given. This problem may
appear in the frame of variational inequalities, see for instance [7, 10]. It cor-
responds to a diffusion equation with Neumann boundary conditions on I' and
whose solution is constrained to be larger than v on the curve 7.

20



Let 7 > 0 be a given time step. The problem (13) is discretized by using
an implicit Euler scheme. Given u® = ug, the problem is equivalent to find for
each n > 0, u"*! € HY(Q) satisfying, for all v in H*(Q):

n

n+1l _ 1
a/ YT de +x | Vu"T . Vudr — —/
Q €

(" —p)2udy = / gudl .
T Q v r

The use of a discontinuous approximation of w is clearly justified for the
resolution of diffusion problems, such as the heat equation. On the other hand,
the penalty term requires the use of a continuous approximation in order to
evaluate u on the curve v. In order to decouple these two approximations, a
time splitting scheme is used, see [17]. This implies that, at each time step, two
subproblems are treated successively. First a diffusion problem is solved, that
is to find u"*t1/2 € H'(Q) satisfying:

un 2 —yn n+1/2 1
a | ——vde+x | Vu -Vude = | gvdl', Yve H(Q) . (14)
Q T Q r

Then the penalty problem is solved, that is to find u"*1 € H'(Q) satisfying:

un-l—l _ un+1/2 1 i ) L
o | ————vdx — B (W' —Y)Zvdy=0, Yve H(Q) . (15)
Q Y

T

The resolution of (15) allows to correct u™+1/2 so that u > 1 on v (in a weak
sense).

Let us consider the two-dimensional case. A two-grids method is composed
by a regular grid of square cells and a nested finite element structured triangu-
lation, as illustrated in Fig. 16 in the case of a square domain 2. Let C;; denote
the cell indexed by (7,7). Let @5, 4,5 = 1,..., N be the basis functions of the
space of piecewise constant functions on the regular grid of small cells. Let 7j,
be the finite element triangulation and Py, J =1,..., N, the grid points of 7},.
Let @7, J = 1,... N, denote the basis functions of the piecewise linear finite
element space based on 7}.

The problem (14) is solved with an implicit centered finite differences scheme.
At each time step, n > 0, it consists in finding uZH/Q, i,7=1,..., N satisfying:

n+1/2 n n+1/2 n+1/2 n+1/2 n+1/2 n+1/2
Uyj — Uy 4“1'3‘ U1y T W1y T Wy T Wy
Q@ +x 5 =0
T h

fori,j =2,...N —1 and uj; is given. Near the boundary, the finite differences
scheme should be modified in order to take into account the Neumann boundary
condition given by g.

1/2
Once the constant values u?f /

imation u"1/2 is transposed on the grid points of the finite element mesh in

on each cell C;; are computed, the approx-
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Figure 16: A two-grids method: left: structured grid of squares, right: finite
element mesh of triangles.

order to solve the obstacle problem (15). Let us denote by u’, the piecewise con-
stant approximation of u™ on the grid of squares and by u} the approximation

of u™, which is piecewise linear on each triangle of the finite element mesh. A
n+1/2

projection method is described to compute u,, starting from ugﬂ/ 2, namely:
/ uZH/ngde = / u%+1/2cdex7 J=1,...,N . (16)

Q Q
Once the values of uZH/ ? are obtained on the finite element mesh grid points

Py, (15) can be solved with continuous piecewise linear finite elements, i.e. find
upt satisfying, for all v € H'(Q):

n+1 n+1/2
— 1
a/ uvdm - = /(uﬁ“ — d))z_vdfy =0 .
Q € Jy

T

This implicit problem is well-posed but strongly nonlinear. It is then solved

with a Newton method, as in [10]. Let us denote by wu(k) the k'™ iterate of

the Newton method. Set ) = uZH/Q and U = wu) — Up1)- The New-

ton method consists, at each iteration, in finding u, satisfying the following
linearized problem:

2T T
/ tpvdr + — /(u(k) — ) _ugvdy = / upyvde — — /(U(k) — )2 vdy
Q ae Jy Q ae J,
—/uzﬂ/%dx .
Q

and by setting u(x41) = ux) — ug. The integrals on v are computed numerically
by the introduction of M integration points on -, called control points.
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Finally the solution uZ“ is projected back onto the grid of square cells, that

is u%“ is computed by:

/U%Jrl(pijdx:/uZJrl(piijC . (17)
Q Q

Numerical Results. An example is presented to validate our methodol-
ogy in the framework of obstacle problems. The two-dimensional case 2 =
(—=1,41) x (=1,+1) is considered. The obstacle line ~ is defined by v =
{(z,y) e R* : 2% + y*> = (0.7)?}. Let M be the number of control points on
~ and let the control points Q, &k = 1,..., M be uniformly distributed on the
circle . The initial condition ug is identically zero in 2. Let the function ¥ be
identically zero on v and g : I' — R is given by:

—30sin(6mt), if x = —1,
g(z,y,t) = { 30sin(6mt), if 7= +1,
0, otherwise .

The physical parameters are a = 1, x = 1 and the time step is 7 = 0.05. The
diffusion step is solved with a preconditioned conjugate gradient algorithm with
a stopping criterion of 1072 on the discrepancy. The linear system appearing in
the Newton method are solved with a GMRES algorithm with a stopping cri-
terion of 107% on the discrepancy. The Newton method is assumed to converge
if the relative difference between two consecutive iterates is less than 10~%. It
is clear from [10] that the Newton and conjugate gradient solvers have fast con-
vergence properties. The CPU time used for the projections of the numerical
solution from one mesh to the other is negligible with respect to the resolution
of the linear systems in the diffusion or obstacle steps.

The case N = 40 and M = 500 is illustrated on Fig. 17 for a parameter
value of € = 1072Y. Note that the solution is oscillating slightly on the curve
but with amplitude never larger than 10~2 and that the solution remains larger
than zero on ~ at each time step.

7 Conclusion

A numerical method for the simulation of incompressible liquid-compressible
gas flows with free surfaces has been presented. The characteristic function of
the liquid domain is used to describe the interface. The unknowns are velocity
and pressure in the liquid and constant pressure in each connected component
of gas surrounded by the liquid.

A splitting algorithm is used to decouple physical phenomena and two grids
(one structured grid and one unstructured grid) are used. A projection method
permits to interpolate the solutions from one grid to the other. The two-grids
method has been extended to obstacle problems for which introducing both a
continuous and a discontinuous approximation of the solution is useful.

Numerical results in the framework of liquid-gas flow or in the framework of
obstacle problems have shown the efficiency and accuracy of our method.
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Figure 17: Numerical solution of the obstacle problem at times ¢ = 0.05,0.1,0.15
and 0.2 s.
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